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2Aix Marseille Univ, Université de Toulon, CNRS, IRD, MIO, Marseille, France7
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Abstract16

Pico-nanophytoplankton organisms are dominant in oceanic oligotrophic areas but their17

highly adaptive growth rates make their contribution to the carbon cycle difficult to es-18

timate. Here we address the response capacities of these microorganisms after intermit-19

tent wind gusts causing sporadic upwelling events in a coastal Mediterranean station.20

When the water column is stratified, corresponding to oligotrophic conditions, these events21

generate intense short-lived nutrient pulses and seawater temperature drops lasting six22

days on average with decreases up to -10°C. Using a flow cytometer and statistical rupture-23

detection methods, we characterize the responses of five pico-nanophytoplankton func-24

tional groups at a two-hour frequency from September 2019 to November 2021. These25

events trigger delayed increases in both abundances and biomasses for most groups that26

can overpass spring bloom values, and are immediately followed by an overall decrease,27

suggesting a clear physical driver. These submesoscale events could significantly influ-28

ence coastal carbon budgets if not included.29

Plain Language Summary30

Short-lived north-westerlies in the Mediterranean sea replace surface coastal wa-31

ters with colder and potentially richer in nutrients deeper waters from offshore. This phe-32

nomenon, called a sporadic upwelling event, lasts only a few days after the wind stops33

and induces brutal environmental shifts. During summer, upwellings generate drops in34

surface water temperature of up to 10°C and are expected to impact significantly phy-35

toplankton. Small phytoplankton are conspicuous for their fast response to environmen-36

tal changes thanks to their high division rates (up to several times a day). As a result,37

the biological response to wind-induced upwellings has to be studied using high-frequency38

measurements. Using four attributes for each of the five studied phytoplankton groups,39

we show that the number of cells of most groups rose strongly in less than two days af-40

ter the temperature drop according to remarkable repeatable patterns. Similarly, total41

biomass increased after less than four days. The reactions themselves lasted up to five42

days before going back near to the initial level. Brought back to a daily scale, the de-43

scribed phytoplankton reactions to local upwelling events can be as important as the ones44

observed during the spring bloom, regarded as the most important annual event.45

1 Introduction46

Coastal zones play a significant role in the global carbon cycle as they sustain, de-47

spite large uncertainties, up to 30% of the global oceanic primary production (Gattuso48

et al., 1998). Previous research suggested the importance of taking into account the di-49

versity and variability of near-shore ecosystems, which remain poorly known and under50

the influences of complex physical forcing (Borges et al., 2005; Bauer et al., 2013; Wimart-51

Rousseau et al., 2020) that strongly shapes phytoplankton communities (Morel & André,52

1991; Antoine et al., 1995; Bosc et al., 2004; Armbrecht et al., 2014), themselves respon-53

sible for near the half of the world primary production (Field et al., 1998). Furthermore,54

there is evidence of the fast response capacities of phytoplankton after environmental55

changes, notably considering the prominence of meso and submesoscale processes in the56

ocean (Lévy et al., 2012). This is especially true for the pico-nanophytoplankton cells57

that present adaptive growth rates enhancing their competitive strategies (Lomas et al.,58

2009). The pico-nanophytoplankton size class is composed of polyphyletic unicellular pho-59

tosynthetic microorganisms that dominate primary production in oligotrophic basins (Li,60

1995; Grob et al., 2007) and are numerically dominant in less oligotrophic conditions out-61

side of the main spring and autumn bloom periods (Bolaños et al., 2020). They contribute62

substantially to the export of organic carbon into the deep layers mainly by aggregation63

or via grazing and subsequent sinking of organic materials (Richardson & Jackson, 2007;64

Lomas & Moran, 2011).65
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To assess the typical speed and frequency of community shifts that inform the ca-66

pacity of pico-nanophytoplankton adaptation to abrupt changes in their environment,67

long-term and high-frequency sampling strategies allowing the separation of phytoplank-68

ton cells into functionally meaningful size classes are required. Martin-Platero et al. (2018)69

relied on a time series composed of daily samples for 93 days to show that physical forc-70

ing strongly shapes phytoplankton communities and that the observed patterns were highly71

dependent on the sampling frequency. Similarly, Martiny et al. (2016) have demonstrated72

some significant correlations of cyanobacteria, pico and nanoeukaryotes abundances with73

temperature as well as nutrients using weekly samples over three years. Hunter-Cevera74

et al. (2020) used a 16-year long time series at an hourly frequency to highlight the sea-75

sonal cycles of Synechococcus abundances and proposed an explanation for Synechococ-76

cus blooms relying on growth rates variations. Wilkerson et al. (2006) demonstrated that77

wind-induced upwelling events followed by relaxation periods trigger optimal growth con-78

ditions for phytoplankton cells, depleting the upwelled nutrients and fostering a commu-79

nity of large phytoplanktonic cells (e.g. large diatoms), in line with Rossi et al. (2013).80

In more oligotrophic coastal areas, the responses of phytoplanktonic communities to short-81

lived enrichment events are more puzzling (Armbrecht et al., 2014) and suggest these fa-82

vor rather the small-sized phytoplanktonic cells. Thyssen et al. (2008) and Dugenne et83

al. (2014) have indeed shown important responses of pico-nanophytoplankton groups af-84

ter strong north-westerlies events in the Bay of Marseille. Apart from atmospheric or85

riverine inputs and other classes of submesoscale frontal dynamics, sporadic wind-driven86

upwelling events are one major source of nutrients in the surface layers of various olig-87

otrophic coastal areas (Millot, 1979; Bakun & Agostini, 2001; Palma & Matano, 2009;88

Rossi et al., 2014). While their hydrographic impacts, temperature cooling and nutri-89

ent enrichment of surface waters, are relatively well documented, little information ex-90

ists on how they influence phytoplankton communitiesat hourly scales and functional group91

resolution. The Bay of Marseille constitutes a natural laboratory to study the biolog-92

ical impacts of such events since they are common and frequent during stratified sum-93

mer periods (∼three events/month in stratified period according to Odic et al. (2022)).94

To our knowledge, all previous studies did not focus on wind events exclusively (Martiny95

et al., 2016; Hunter-Cevera et al., 2020), had low statistical power (Thyssen et al., 2008;96

Dugenne et al., 2014; Martin-Platero et al., 2018), had an insufficient temporal resolu-97

tion (daily frequency for Wilkerson et al. (2006), weekly frequency in Martiny et al. (2016))98

or did not fully resolve the pico-nanophytoplankton size class (Wilkerson et al., 2006;99

Garćıa-Reyes et al., 2014; Hunter-Cevera et al., 2020). In this study, we analyzed twenty100

short-lived wind-driven events occurring when the water column was stratified (late spring,101

summer, and early fall) allowing the detection of clear upwelling signatures in compar-102

ison to unstratified periods. The causal effect of the physical forcing was identified us-103

ing a bi-hourly time series capturing the dynamics of five phytoplankton functional groups104

as resolved by Automated Flow Cytometry (Dubelaar & Gerritzen, 2000; Olson et al.,105

2003) over two complete years. The area of interest is the French Bay of Marseille, which106

is considered oligotrophic in stratified periods during which it is generally affected by107

the regional offshore bloom occurring in winter-early spring and fall seasons (d’Ortenzio108

& Ribera d’Alcalà, 2009). It is dominated by pico-nanophytoplankton size classes and109

its hydrology is strongly influenced by North-westerlies winds generating regularly short-110

lived upwelling events (Bensoussan et al., 2010; Pairaud et al., 2011; Fraysse et al., 2013;111

Lajaunie-Salla et al., 2021; Odic et al., 2022).112

2 Materials and Methods113

The temperature, nutrients, and phytoplankton data were collected from Septem-114

ber 19, 2019, to November 31, 2021, at the Sea Water Sensing Laboratory @ MIO Mar-115

seille (SSL@MM), a coastal marine station in the North-West Mediterranean Sea (43°17’116

N, 5°22’ E). Seawater was continuously pumped at 10 meters from the coastline at a depth117
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of 3 meters (with a seabed at 5 meters deep) and delivered into the laboratory using a118

VerderFlex 40 peristaltic pump. The seawater was coarsely pre-filtered by a PVC strainer119

(3 mm) and routed by polypropylene pipes that are cleaned monthly.120

The temperature data were acquired every hour using an STPS sensor from the121

NKE-manufacturer presenting a temperature accuracy of 0.05°C. Nutrient samples were122

collected every four days on average and stored at -20°C until they were analyzed in a123

laboratory using a Technicon Autoanalyser® (SEAL Analytical) as in Tréguer and Le Corre124

(1975).125

2.1 Phytoplankton Acquisition by Automated Pulse-shape Recording126

Flow Cytometry127

Phytoplankton data were sampled every two hours using an Automated pulse-shape128

recording Flow Cytometer (Dubelaar et al., 1999; Dubelaar & Gerritzen, 2000) with the129

same protocol as in Marrec et al. (2018). We relied on the nomenclature proposed by130

Thyssen et al. (2021) (http://vocab.nerc.ac.uk/collection/F02/current/) and re-131

solved five cytometric phytoplankton functional groups (PFGs): Redpicopro, Orgpico-132

pro, Redpicoeuk, Rednano, and Orgnano, which were previously often referred to as Prochloro-133

coccus, Synechococcus, picoeukaryotes, nanoeukaryotes, and cryptophytes, respectively.134

Microphytoplankton cells were collected but were not representative enough to be re-135

ported here: 75% of the samples presented less than 13 particles per milliliter. Each cell136

was assigned to a PFG by a Convolutional Neural Network (CNN) introduced in Fuchs137

et al. (2022).138

2.2 Phytoplankton Biovolume, Biomass, and Growth Rate Estimations139

Biovolume and biomass were estimated through empirical relationships (see Fig-140

ure S1, sections 1.2 and 1.3 in Supplemental Information) following Verity et al. (1992),141

Menden-Deuer and Lessard (2000), Sun and Liu (2003) and Marrec et al. (2018). The142

functional groups growth rate was estimated from the cell biovolumes (see Table S1 in143

Supplemental Information) using a size-structured population model introduced by Sosik144

et al. (2003) and adapted by Ribalet et al. (2015).145

2.3 Wind-driven Upwelling Signatures146

The occurrence and strength of each upwelling event were assessed based on the147

positive values of the Wind-driven Upwelling/Downwelling Index (WUDI) developed and148

extensively validated by Odic et al. (2022) following Bakun (1973). The drop in temper-149

ature generated during an upwelling-favorable wind was evaluated as the difference be-150

tween the measured water temperature and its low-pass filtered time series using a cut-151

off frequency of 15 days as in Rossi et al. (2014) and Odic et al. (2022) (Figure 1 a). These152

temperature drops, or anomalies, were used to delimit three physical phases: (i) a pre-153

anomaly phase when the water temperature is stable and high, (ii) an anomaly phase154

when the temperature drops, stays cool for a few hours/days to then warm-up slowly,155

and (iii) a post-anomaly phase when the temperature has returned to a warmer and more156

stable state. These anomalies are particularly significant during the summer when the157

water column is stratified. A period was considered stratified when the filtered temper-158

ature was higher than the annual average temperature and conversely for unstratified159

periods as in Odic et al. (2022). Among the 54 events recorded over two years, only 20160

events occurred during stratified periods and had temperature and flow cytometry data161

available. Besides, all successive events marked with negative seawater temperature anoma-162

lies separated by less than one day were not considered in order to have for each event163

a minimal relaxation time. In other words, we retain here only the significant wind-driven164

events happening in stratified periods that are surrounded by relatively calm periods,165

denoted ”Stratified period Wind-induced Upwelling Event”, SWUE.166
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The spring blooms occurring in unstratified periods were used to benchmark the167

biomass (and abundance) increases generated by SWUEs as the spring blooms are ex-168

pected to be the most productive periods (Fraysse et al., 2013). The bloom dates were169

determined using the threshold method (Sapiano et al., 2012; Brody et al., 2013) and170

the median biomass and abundance per PFG during the bloom were used as the refer-171

ence benchmark level (see section S1.5 in Supplemental Information). The biomass in-172

crease imputable to the blooms was computed using the median biomass during the week173

preceding the bloom as a reference value.174

2.4 Rupture Detection and Response Characterization175

The biological response of each PFG to the SWUE was evaluated in terms of both176

abundances and biomasses using a statistically-based rupture detection method presented177

in Truong et al. (2020). This mathematically well-founded method looked for ruptures178

in causal time series. It is here employed to detect potential changes in the link exist-179

ing between the temperature signal and each PFG abundance or biomass. The link was180

here assumed to be linear (Bai & Perron, 2003) and rupture detections were performed181

on biomasses and abundances separately. This methodology encompasses the idea that182

PFGs respond to a change in their environment, and delimited the start and end of the183

reactions for each PFG. The response of each PFG is hence composed of three phases:184

a pre-reaction, a reaction, and a post-reaction phase (called the relaxation phase).185

Based on the identified ruptures, four key variables per PFG were used to charac-186

terize the duration and magnitude of the biological responses as presented in Figure 2187

a). The reaction delay is the time taken by a PFG to react after the rise of physical forc-188

ing, i.e. between the start of the water cooling and the beginning of the PFG automat-189

ically identified reaction. The reaction duration measures the length of the reaction phase.190

The reaction and relaxation magnitudes are computed as the difference in medians dur-191

ing the pre-reaction and reaction phases and during the reaction and relaxation phases,192

respectively. To capture only PFGs causal responses to sporadic upwelling events, only193

the PFG responses for which the reactions occurred after the beginning of the anomaly194

phase were considered, which was the case for most events and PFGs. The number of195

SWUEs taken into account for each PFG is given in Figure 3.196

More material and method details are given in Supplemental Information (section 1 and197

Figure S2).198

3 Results199

3.1 Seawater Temperature and Nutrients as Markers of Sporadic Up-200

welling Events201

The annual mean temperature over the three years was 17.8°C in 2019, 17.1°C in202

2020, and 17.3°C in 2021. The associated stratified periods started on May, 8 in 2020,203

and May, 25 in 2021 (not available in 2019), and ended on November, 13 in 2019, Oc-204

tober, 27 in 2020, and October, 31 in 2021. The number of significant and distinct SWUEs205

during the stratified periods was two in 2019, ten in 2020, and eight in 2021. The me-206

dian duration anomaly phase of the SWUEs was of six days and the subsequent drops207

in water temperature (difference between both maximal and minimal values recorded dur-208

ing each SWUE) varied from 0.7°C to 9.9°C, with a median value of 4.7°C (see also Odic209

et al. (2022)).210

Nutrient concentrations and N/P ratio were higher during unstratified periods as211

compared to stratified periods, except for phosphate concentration (Figure S3 in Sup-212

plemental Information; Kruskal-Wallis test, p-value ≤ 1.0E-7 for nitrites, nitrates, and213

N/P ratio, p-value ≤ 0.05 for ammonium). In stratified periods, the nitrite concentra-214
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tion and N/P ratios were higher and nitrate concentration lower during SWUEs than215

outside the SWUEs. The concentrations of phosphate and ammonium were however com-216

parable during and outside the SWUEs. The N/P ratio was 25.15 in the unstratified pe-217

riod, 17.33 during SWUEs, and 13.05 in the stratified period outside of the SWUEs. Yet,218

only the nitrite concentrations recorded during and outside SWUEs under stratified con-219

ditions were significantly different (Kruskal-Wallis test, p-value = 0.034). The concen-220

trations are given in Tables S2 and S3 in Supplemental Information.221

3.2 Wind-induced Upwelling Events Trigger Peaks of Biomass and Abun-222

dances223

All SWUEs triggered noticeable peaks of biomass for most PFGs (Figure 1 and Fig-224

ure S4 in Supplemental Information). The pico-nanophytoplankton biomass was dom-225

inated in both stratification regimes by Rednano cells, followed by Orgnano, Orgpico-226

pro, Redpicoeuk, and Redpicopro cells (Table S4 in Supplemental Information). Orgnano227

exceeded their median bloom biomass during one-third of the SWUEs (Table S5 in Sup-228

plemental Information). Similarly, more than half of the Orgpicopro and Rednano peaks229

went over their median bloom values. Finally, Redpicoeuk and Redpicopro biomass peak230

values were higher than their median bloom values in 4/5 SWUEs and all SWUEs, re-231

spectively.232

In terms of abundance, the SWUEs generated peaks for most PFGs (Figure S5 in233

Supplemental Information). Over the whole series, the most abundant PFGs were the234

Orgpicopro, followed by the Redpicopro, Redpicoeuk, Rednano, and Orgnano cells (Ta-235

ble S6 in Supplemental Information). Near the half of Orgnano and Orgpicopro SWUE236

abundance peaks exceeded their median bloom abundances (Table S7 in Supplemental237

Information). Besides, more than 4/5 of SWUEs saw Rednano, Redpicoeuk and Red-238

picopro abundances go higher than their respective median abundances during the spring239

bloom.240

Figure 1. Time series of (a) Wind-driven Upwelling/Downwelling Index (WUDI, m3.s−1m−1)

and temperature (C°) as well as (b, c) phytoplankton biomasses (µgC.mL−1) monitored at the

SSL@MM coastal station. The blue rectangles correspond to the 20 studied SWUEs. The event

shown in Figure 2 is bounded by a dark blue box. The horizontal dashed colored lines correspond

to the median biomasses observed during the spring bloom (except for 2019, not available) for

each PFG (according to the color code).
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3.3 Characterization of the Phytoplankton Response: A Single Event241

Illustration242

The typical effect of wind-induced upwellings on temperature and pico-nanophytoplankton243

biomass is illustrated in Figure 2, showing differentiated responses among the PFGs. This244

event was fueled by three periods of intense wind forcings, or intensification periods, that245

generated an abrupt drop in temperature (-7.6°C) followed by the maintenance of cold246

waters for six days. As shown in Figure S6 in Supplemental Information, during these247

three sub-events, the N/P ratio rose after each wind intensification with a short delay,248

especially after the third one that multiplied the nitrates, nitrites, and phosphates con-249

centration by a factor of 19, 5, and 5, respectively.250

The biomass reactions of the Redpicopro, Orgpicopro, and Orgnano groups to this251

SWUE were quasi-instantaneous while they appeared after a short delay for the Red-252

picoeuk and Rednano cells (∼3 days). The biomass reaction magnitude was +42.7% for253

the Rednano, +123.7% for the Orgnano, +178.7% for the Redpicoeuk, +377.3% for the254

Redpicopro, and -82.1% for the Orgpicopro. Biomass levels decreased in the relaxation255

phase for all PFGs except the Orgnano.256

The estimated hourly growth rates (Figure S7 in Supplemental Information) varied in-257

versely with respect to the biomass (Figure 2) and the abundance (data not shown): when258

the PFG was high in biomass, its growth rate was estimated to be low and conversely.259

3.4 Detailed Characterization of the Phytoplankton Response260

The PFG abundances showed reaction delays ranging between 24h and 36h in me-261

dian (Figure 3a). The reaction duration of the PFGs lasted between three and four days262

in median, with a lower Inter-Quartile Range (IQR)/median ratio than the reaction de-263

lay (Figure 3e). Concerning the reaction magnitude, the Orgnano and Orgpicopro abun-264

dances decreased while the other PFGs generally saw their abundances rising (Figure265

3c). The Redpicopro and Redpicoeuk presented the largest increases in abundance. Their266

large IQRs were explained by some intense positive reactions for the majority of the SWUEs267

while only five presented moderately negative reactions for both groups. The abundance268

levels in the relaxation period decreased for all PFGs with median variations ranging from269

-28.96% to -52.85% (Figure 3g).270

In terms of biomass, the Orgpicopro reacted in less than one day, the Orgnano and271

Redpicopro in less than two days, and Rednano and Redpicoeuk median reaction delay272

was three days (Figure 3b). The majority of reaction durations lasted between two and273

five days (Figure 3f). The signs of the reactions remained the same as for the abundance,274

except for the Orgnano that experienced a positive biomass reaction (Figure 3d). In the275

relaxation periods, the biomass levels decreased for all PFGs (-27.58% to -61.90% in me-276

dian). However, positive relaxation magnitudes were observed in five SWUEs both for277

Orgpicopro and Rednano, explaining higher variance than for other PFGs (Figure 3h).278

The estimated growth rates of the PFGs tended to slow down during the reaction279

phase and then increase during the relaxation phase (Figure S8 in Supplemental Infor-280

mation), except for the Orgpicopro. This pattern was however significant for Redpicoeuk281

cells only (Kruskal-Wallis test, p-value ≤ 0.01).282

4 Discussion283

The Bay of Marseille located in the NW Mediterranean upwelling system is a nat-284

ural laboratory to explore the impact of wind-driven coastal processes on oligotrophic285

communities because of the unique intensities and short duration of upwelling events (Odic286

et al., 2022). During the stratified periods, the SWUEs had a clear signature on the sea-287

water surface temperature. The expected signature on nutrient enrichment was less sig-288
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Figure 2. Illustrative view of a typical SWUE (highlighted by a dark blue box in Figure 1).

a) Characterisation of the biological response to an SWUE. The grey-shaded time series repre-

sents a schematic PFG time series and the background shading corresponds to the temperature

anomaly phases defining the physical event: pre-anomaly (green), anomaly (violet), and post-

anomaly phase (red). The characterization is performed using four attributes: (1) the reaction

delay, (2) the reaction magnitude, (3) the reaction duration, (4) and the relaxation magnitude.

b) Variation of the WUDI (m3.s−1m−1, blue line) and the temperature (°C, orange line) , c)

Biomass (mgC.mL−1) of Redpicopro and Orgpicopro d) Biomass (mgC.mL−1) of Redpicoeuk,

Rednano, and Orgnano. The vertical dashed lines represent the ruptures automatically detected

by the statistical method for each PFG, according to the color code.

nificant, probably due to the littoral conditions, the delay needed for upwelled nutrients289

to reach the surface sampling point (e.g. nutrient consumption during the advection from290

the upwelling exit point to the sampling point), but also largely to the low and irregu-291

lar nutrient sampling rates (see Figure S3 in Supplemental Information).292

As mentioned in Garćıa-Reyes et al. (2014), Rossi et al. (2014), and Armbrecht et293

al. (2014), the physically-driven temperature drops and nutrient enrichments are key in-294

dicators to characterize the impact of SWUEs over the phytoplankton community. Us-295

ing a statistical rupture detection method, the causal effects of the environmental shifts296

over the pico-nanophytoplankton functional groups were assessed, capturing more than297

simple correlations and evidencing differentiated response patterns.298
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Figure 3. Boxplots of the reaction delay (a and b), the reaction magnitude (c and d), the

reaction duration (e and f) and the relaxation magnitude (g and h) in terms of abundance and

biomass, respectively, for five different PFGs. The horizontal red lines represent a variation of

0%. n denotes the number of SWUE for each PFG on which the boxplot has been constructed.

The phytoplankton functional groups reacted to the SWUEs in one to five days,299

a delay consistent with several studies evidencing phytoplankton biomass peaks two to300

five days after nutrient enrichment (Edwards et al., 2005; Hauss et al., 2012; Teixeira et301

–9–



manuscript submitted to Geophysical Research Letters

al., 2018). Certainly also fostered by surface higher light availability, the reaction du-302

rations lasted between two and five days and were positive for all PFG abundances ex-303

cept for the Orgnano and Orgpicopro cells and for all PFG biomasses except for the Org-304

picopro cells. The comparison with previous studies is complicated by the different phy-305

toplankton nomenclatures used. For instance, as both Orgpicopro and Redpicopro are306

cyanobacteria, it is difficult to match the decrease in Orgpicopro and increase in Red-307

picopro evidenced here with the increase in cyanobacteria observed by Martin-Platero308

et al. (2018). Yet, the joint Redpicopro abundance positive reaction and increase in N/P309

ratio during the event is consistent with Martiny et al. (2016). Similarly, the co-occurrence310

of strong biological and N/P variability is in accordance with (Martz et al., 2014). The311

negative sign of Orgnano reaction could be compared to the curbing abundance of clus-312

ter C5 identified in Dugenne et al. (2014) after a wind event. Similarly, Thyssen et al.313

(2008) have shown that two groups that presented similar red fluorescence/yellow flu-314

orescence profiles as the Orgpicopro and Orgnano groups reacted differently than the other315

functional groups to the SWUEs.316

After the reaction, the PFGs presented mostly negative relaxation patterns except317

for Orgpicopro and Orgnano during some SWUEs. As presented in Figure S9 in Sup-318

plemental Information, there seems to exist an inverse relationship between these two319

phases for most PFG abundances and biomasses: the more positive the reaction was, the320

more negative the relaxation will be for a given PFG. This can be interpreted as envi-321

ronmental forces pushing back to the steady state. These forces remain however to be322

identified and could be of various nature: nutrient depletion (Wilkerson et al., 2006), com-323

petition between functional groups (Martin-Platero et al., 2018), viral lysis or predation324

(Sun et al., 2007; Coello-Camba et al., 2020). Following Hunter-Cevera et al. (2014), the325

effect of these forces can be estimated using the model loss, i.e. the difference between326

the observed PFG population growth rates and their estimations by the size-structured327

model. The authors showed that the more correlated the loss is to the growth rate, the328

more likely these losses are caused by biological factors. As made visible in Figure S10329

in Supplemental Information, only the Rednano and Orgnano losses were significantly330

but weakly correlated (r ≤ 0.31) with their growth rates in the relaxation phase. These331

low or non-significant correlations between growth rates and PFG losses seem to indi-332

cate that physical forces, such as water masses switches, or water column re-stratification,333

as well as biogeochemical hindrances (e.g. nutrient depletion or co-limitation) are dom-334

inant during this phase as compared with grazing and viral lysis.335

The PFG responses have been characterized thanks to a fine temporal and functional-336

level resolution. As evoked in Martin-Platero et al. (2018), the chosen taxonomic level337

(taxa, genera, etc.) along with the temporal frequency have a strong impact on the re-338

sponse patterns observed (see also Figure S11 in Supplemental Information). In their stud-339

ies, Martin-Platero et al. (2018) have used Operational taxonomic units (OTUs) based340

on rRNA sequences similarity, while Martiny et al. (2016) relied on functional groups341

close to the ones of this study obtained using diagnostic pigments. We used automated342

pulse-shape recording flow cytometry to obtain an infra-day resolution over a long pe-343

riod and a resolution up to the cytometric functional group. Each functional group con-344

tains several ecotypes which could affect the estimated growth rates (Hunter-Cevera et345

al., 2014) and add uncertainty to the size-structured model. The effect of complete PFG346

population replacements that could occur during extremely strong SWUEs may addi-347

tionally impact the presented estimations. This is also the case of the independence be-348

tween predator behaviors and the phytoplankton cell sizes assumed by the model that349

could not be tested here. As a result, the estimated growth rates were principally used350

to give context to the underlying phenomena and to emphasize the fast and remarkable351

impacts of SWUE on phytoplankton dynamics. Future research could hence use the in-352

troduced high-frequency methodology to derive the proper impact of SWUE on phyto-353

plankton primary production.354
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Similarly, while the temporal aspects of such tight biophysical coupled mechanisms355

are well-resolved by our sampling strategy and numerical approach, the present study356

did not offer a comprehensive view of the spatial variability at stake. When coupling physics357

with biology, the observed biological response of the PFGs could dramatically vary de-358

pending on whether the water masses were vertically originated (for example near the359

Deep Chlorophyll Maximum rather than near the seabed which would explain the lower360

nutrient variations than expected), or horizontally originated due to advection. The phy-361

toplankton biomass spatial dynamics, approached by chlorophyll-a concentration, have362

been extensively tracked by satellite (Wu et al., 2008; d’Ortenzio & Ribera d’Alcalà, 2009;363

Mayot et al., 2016; Lehahn et al., 2017; El Hourany et al., 2019), notably to evidence the364

“Dilution–Recoupling Hypothesis” that could have had an impact here (Behrenfeld, 2010).365

However, the satellites typically have issues resolving coastal areas and submesoscale pat-366

terns, focus on surface waters, have lower temporal resolutions (e.g. daily for sea sur-367

face temperature, weekly for clear chlorophyll-a maps) and hence could not properly re-368

solve the phytoplankton nycthemeral cycles.369

In this respect, multi-year high-frequency in situ measurements, such as the ones370

performed at the SSL@MM coastal laboratory, could bring crucial missing pieces of in-371

formation. It could for instance be complementary to the work of Alvain et al. (2008)372

that matched chlorophyll-a anomalies resolved by satellite with phytoplankton commu-373

nity structures collected in situ. Other methods such as autonomous vehicle fleets (Jaffe374

et al., 2017), coastal radars (HFRs) (Cianelli et al., 2017), or 3D models coupling physics375

and biogeochemistry (Fraysse et al., 2013) could be used jointly with the SSL@MM data376

to gain further insights about spatial dynamics and help guide future modeling efforts.377

In summary, the SWUEs have generated significant abundance and biomass responses378

from the pico-nanophytoplankton community. From our data, the biggest total biomass379

increase due to a single wind-induced upwelling represented 5.3% of the total spring bloom380

biomass increase (due to its short duration) but 97.6% of the daily biomass increase im-381

putable to the spring bloom. This emphasizes that these events occurring several times382

a year are intense and significantly impact the seasonal dynamics and annual carbon bud-383

get. The consistent time scales and magnitudes of biological responses reported here for384

sporadic wind-induced events using an innovative sampling strategy and an advanced385

statistical methodology could provide new insights on how to observe, and perhaps model,386

the impact of other submesoscale events on phytoplankton communities.387
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